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The scientific community developed the Grid Computing paradigm to enable the sharing of huge amount of resources through a well-defined distributed infrastructure model, in order to solve large scale problems in
a collaborative manner. The Grid Computing resources aggregation model is rather “static”: a group of organizations set up several Grid management services and computing resources in a layered structure. Users
belonging to the organizations forming the Grid can retrieve information on resources (e.q., their number, status, configuration, etc.) and access them, but can neither change the topology of the grid (e.g., by
increasing the number of resources) or manage resources configuration and composition. It would be desirable to have a more “elastic” infrastructure in which users can ask for resources on-demand, to suit their
needs in terms of resources type and configuration (i.e compilers, scientific libraries, problem solving environments, etc.). Given the flexibility in resources management through the Cloud Computing paradigm, it
seems a promising approach to provide flexible Grid Computing infrastructures through the combination of the Grid and Cloud paradigms We describe our experience in designing and implementing a solution that,
by a “Grid over Cloud” approach, creates more flexible Grid infrastructures, by exploiting laaS-provided resources, in a novel way resembling the PaaS paradigm. We call our solution Grid as a Service (GaasS).
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deployment of particular queue
policies (i.e. queue priority for
the community users, different
values for max walltime of
execution, etc.)

giving the chance to a
community to run an application
in a proper software enviroment
(proper applicative middleware)

The case study for the
protoype deployment

GaasS prototype
characteristics

Conclusions and future works

We presented Gaa$S, a PaaS model for Grid Computing systems, that lets VO administrators to dynamically customize the grid environment they are offering to
VQO's unprivileged members. VO administrators can define new Grid Sites, add computational resources to Grid Sites and modify the resources aggregation
scheme (queues).

We implemented a prototype of our model and deployed it in a real-world Grid Datacenter. Moreover, our prototype implements a virtual resources fast
provisioning scheme, that exploits some properties of the Grid environment.

The presented work is a successful proof-of-concept but many issues still have to be solved.
In particular:

1) we have to assess the applicability of virtualized resources in HPC contexts, the payed overhead, and the possibility to extend the model to a mix of virtualized
and physical resources according to the users needs.

2) we are working on solutions able to allow new communities wishing to use the grid to instantiate new grid infrastructure also for the non existing VOs.

3) we are also planning an evaluation of the impact on management operations and costs of our approach, in order to integrate a smart management
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